Local convergence of Newton’s method in Banach space from the viewpoint of the majorant principle
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A local convergence analysis of Newton’s method for solving nonlinear equations, based on Kantorovich’s majorant principle, is presented in this paper. This analysis provides a clear relationship between the majorant function, which relaxes the Lipschitz continuity of the derivative, and the nonlinear operator under consideration. It also allows us to obtain the optimal convergence radius, the biggest range for the uniqueness of the solution, and to unify some previous and unrelated results.
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1. Introduction

Newton’s method and its variations are the most efficient methods known for solving nonlinear equations, searching for a local minimizer of a function and many other applications. One of the most important applications of Newton’s method allows us to develop polynomial time algorithms in convex programming, see Nesterov & Nemirovskii (1994). Besides its practical applications, Newton’s method is also a powerful theoretical tool, having a wide range of applications in pure mathematics (see Blum et al., 1997; Krantz & Parks, 2002; Moser, 1961; Nash, 1956; Wayne, 1996). For a current historical perspective of Newton’s method (see Polyak, 2007).

Newton’s method may fail to converge and may even fail to generate an infinite sequence when a singular derivative point of a nonlinear operator, which defines the nonlinear equation, is reached. To ensure that the method is well defined that the generated sequence converges to a solution of the nonlinear equation and that the convergence rate is quadratic, some conditions must be imposed. For instance, the classical convergence analysis requires the initial iterate to be ‘close enough’ to a solution and the first derivative of the nonlinear operator to be nonsingular in this solution. Moreover, Lipschitz continuity of the first derivative is assumed (see, e.g. Dennis & Schnabel, 1996; Nesterov & Nemirovskii, 1994; Ortega, 1990; Ortega & Rheinboldt, 1970; Ostrowski, 1996; Rall, 1974; Smale, 1986; Traub & Wozniakowski, 1979). One drawback of this analysis is that closeness to a solution, and consequently existence, must be known or given a priori. On the other hand, this analysis has the advantage of giving the optimal convergence radius with respect to the Lipschitz constant (see Rall, 1974; Traub & Wozniakowski, 1979; Wang, 2000).

One of the usual hypotheses used in convergence analysis of Newton’s method is that the Lipschitz continuity of the derivative of the nonlinear operator in question or something like Lipschitz continuity is critical; that is, keeping control of the derivative is an important point in the convergence analysis of Newton’s method. In the last few years, a couple of papers have dealt with the issue of convergence...
of Newton’s method by relaxing the assumption of Lipschitz continuity of the derivative. Besides improving the convergence theory, these new modifications of the Lipschitz condition permit us to unify several unrelated previous results; works dealing with this subject include Alvarez et al. (2008), Ferreira & Svaiter (2007) and Wang (1999, 2000).

The aim of this paper is to present a new local convergence analysis for Newton’s method based on Kantorovich’s majorant principle, introduced by Kantorovich (1951), see also Ferreira & Svaiter (2007). In our analysis, the classical Lipschitz condition is relaxed using a majorant function. It is worth pointing out that this condition is equivalent to Wang’s condition, introduced in Wang (2000). The analysis presented provides a clear relationship between the majorant function and the nonlinear operator under consideration. Also, as in Wang (2000), it allows us to obtain the biggest range for the uniqueness of the solution and the optimal convergence radius for the method with respect to the majorant function. Moreover, several unrelated previous results pertaining to Newton’s method are unified.

The organization of the paper is as follows: In Section 1.1, some notation and basic results used in the paper are presented. In Section 2, the main result is stated and in Section 2.1 some properties of the majorant function are established. In Section 2.2, some relationships between the majorant function and the nonlinear operator are presented. In Section 2.3, the uniqueness of the solution and the optimal convergence radius are obtained. In Section 2.4, the main result is proved and some applications of this result are given in Section 3. Some final remarks are made in Section 4.

1.1 Notation and auxiliary results

The following notation and results are used throughout our presentation. Let $X$ and $Y$ be Banach spaces. The open and closed balls at $x$ are denoted, respectively, by

$$B(x, \delta) = \{ y \in X ; \| x - y \| < \delta \} \quad \text{and} \quad B[x, \delta] = \{ y \in X ; \| x - y \| \leq \delta \}.$$  

Let $\Omega \subseteq X$. The Fréchet derivative of $F : \Omega \to Y$ at $x \in \text{int}(\Omega)$ is the linear map $F'(x) : X \to Y$.

**Lemma 1.1** (Banach’s lemma) Let $B : X \to X$ be bounded linear operator. If $I : X \to X$ is the identity operator and $\| B - I \| < 1$, then $B$ is invertible and $\| B^{-1} \| \leq 1/(1 - \| B - I \|)$.

**Proof.** Take $A = I$ and $c = \| B - I \|$ in Lemma 1 of Smale (1986, p. 189). \hfill \Box

**Lemma 1.2** If $0 \leq t < 1$, then $\sum_{i=0}^{\infty} (i+2)(i+1)t^i = 2/(1-t)^3$.

**Proof.** Take $k = 2$ in Lemma 3 of Blum et al. (1997, p. 161). \hfill \Box

**Proposition 1.3** Let $R > 0$. If $\varphi : [0, R) \to \mathbb{R}$ is continuously differentiable and convex, then

1. $(\varphi(t) - \varphi(\tau t))/t \leq \varphi'(t)(1 - \tau)$ for all $t \in (0, R)$ and $0 \leq \tau \leq 1$;
2. $(\varphi(u) - \varphi(\tau u))/u \leq (\varphi(v) - \varphi(\tau v))/v$ for all $u, v \in [0, R)$, $u < v$ and $0 \leq \tau \leq 1$.

**Proof.** See Theorem 4.1.1 and Remark 4.1.2 of Hiriart-Urruty & Lemaréchal (1993, p. 21). \hfill \Box

2. Local analysis for Newton’s method

Our goal is to state and prove a local theorem for Newton’s method. First, we will prove some results regarding the scalar majorant function, which relaxes the Lipschitz condition. Then we will show that Newton’s method is well defined and converges. We will also prove the uniqueness of the solution in a suitable region, and the convergence rate and optimal ball of convergence will be established. The statement of the theorem is as follows.
THEOREM 2.1 Let $X$ and $Y$ be Banach spaces, $\Omega \subseteq X$ an open set and $F : \Omega \to Y$ a continuously differentiable function. Let $x_* \in \Omega$, $R > 0$ and $\kappa := \sup\{t \in [0, R) : B(x_*, t) \subset \Omega\}$. Suppose that $F(x_*) = 0$, $F'(x_*)$ is invertible and there exists an $f : [0, R) \to \mathbb{R}$ twice continuously differentiable such that

$$
\|F'(x_*)^{-1}[F'(x) - F'(x_* + \tau(x - x_*))]\| \leq f'(\|x - x_*\|) - f'(\tau\|x - x_*\|) \tag{2.1}
$$

for all $\tau \in [0, 1], x \in B(x_*, \kappa)$ and

(h1) $f(0) = 0$ and $f'(0) = -1$,

(h2) $f'$ is convex and strictly increasing.

Let $\nu := \sup\{t \in [0, R) : f'(t) < 0\}$, $\rho := \sup\{t \in (0, \nu) : f(t)/(tf'(t)) - 1 < 1\}$ and

$$r := \min\{\kappa, \rho\}.$$

Then the sequences with starting points $x_0 \in B(x_*, r)/\{x_*\}$ and $t_0 = \|x_* - x_0\|$, respectively, namely

$$x_{k+1} = x_k - F'(x_k)^{-1}F(x_k), \quad t_{k+1} = |t_k - f(t_k)/f'(t_k)|, \quad k = 0, 1, \ldots, \tag{2.2}
$$

are well defined; \{tk\} is strictly decreasing, is contained in $(0, r)$ and converges to 0 and \{xk\} is contained in $B(x_*, r)$ and converges to the point $x_*$ which is the unique zero of $F$ in $B(x_*, \sigma)$, where $\sigma := \sup\{0 < t < \kappa : f(t) < 0\}$. Moreover, $\{t_{k+1}/t_k^2\}$ is strictly decreasing,

$$\|x_* - x_{k+1}\| \leq \|t_{k+1}/t_k^2\|\|x_k - x_*\|^2, \quad t_{k+1}/t_k^2 \leq f''(t_0)/(2|f'(t_0)|), \quad k = 0, 1, \ldots. \tag{2.3}
$$

If, additionally, $f(\rho)/(\rho f'(\rho)) - 1 = 1$ and $\rho < \kappa$, then $r = \rho$ is the best possible convergence radius.

REMARK 2.2 Combining both inequalities in (2.3), we conclude that \{x_k\} converges $Q$-quadratically to $x_*$. Moreover, as $\{t_{k+1}/t_k^2\}$ is strictly decreasing, we have $t_{k+1}/t_k^2 < t_1/t_0^2$ for $k = 0, 1, \ldots$. So the first inequality in (2.3) implies that $\|x_* - x_{k+1}\| \leq \|t_1/t_0^2\|\|x_k - x_*\|^2$ for $k = 0, 1, \ldots$. As a consequence,

$$\|x_* - x_k\| \leq t_0(t_1/t_0)^{2k-1}, \quad k = 0, 1, \ldots. \tag{2.4}
$$

REMARK 2.3 Assumption (2.1) is crucial to our analysis. It is worth pointing out that, under appropriate regularity conditions on the nonlinear operator $F$, assumption (2.1) always holds in a suitable neighbourhood of $x_*$. For instance, if $F$ is twice continuously differentiable, then the majorant function $f : [0, \kappa) \to \mathbb{R}$ defined by $f(t) = Kt^2/2 - t$, where $K = \sup\{\|F'(x_*)^{-1}F'(x)\| : x \in B[x_*, \kappa]\}$, satisfies assumption (2.1). Estimating the constant $K$ is a very difficult problem. Therefore, the goal is to identify classes of nonlinear operators for which it is possible to obtain a majorant function. We will give some examples of such classes in Section 3.

Now, we will give some examples of majorant functions satisfying the conditions (h1) and (h2).

EXAMPLE 2.4 The following functions satisfy the conditions (h1) and (h2) (see also Section 3):

(i) $f : \mathbb{R} \to \mathbb{R}$ such that $f(t) = e^t - 2t - 1$;

(ii) $f : [0, 1) \to \mathbb{R}$ such that $f(t) = -\ln(1 - t) - 2t$ and

(iii) $f : [0, 1) \to \mathbb{R}$ such that $f(t) = (1 - t)\ln(1 - t)$.

From now on, we assume that the hypotheses of Theorem 2.1 hold.
2.1 The majorant function

In this section, we will prove that the constants $\kappa$ associated to $\Omega$, $\nu$, $\rho$ and $\sigma$ associated to the majorant function $f$ are positive. We will also prove the statements in Theorem 2.1 involving the sequence $\{t_k\}$. First, we will prove that $\kappa$, $\nu$ and $\sigma$ are positive.

**Proposition 2.5** The constants $\kappa$, $\nu$ and $\sigma$ are positive and $t - f(t)/f'(t) < 0$ for all $t \in (0, \nu)$.

**Proof.** Since $\Omega$ is open and $x_\ast \in \Omega$, we can immediately conclude that $\kappa > 0$. As $f'(0) = -1$, there exists a $\delta > 0$ such that $f'(t) < 0$ for all $t \in (0, \delta)$. So, $\nu > 0$. Now, because $f(0) = 0$ and $f'(0) = -1$, there exists a $\delta > 0$ such that $f(t) < 0$ for all $t \in (0, \delta)$. Hence $\sigma > 0$.

It remains to show that $t - f(t)/f'(t) < 0$ for all $t \in (0, \nu)$. Since $f'$ is strictly convex, so

$$0 = f(0) > f(t) - tf'(t), \quad t \in (0, R).$$

If $t \in (0, \nu)$, then $f'(t) < 0$, which combined with last inequality yields the desired inequality. \hfill \square

According to (h2) and the definition of $\nu$, we have $f'(t) < 0$ for all $t \in [0, \nu)$. Therefore, the Newton iteration map for $f$ is well defined in $[0, \nu)$. Let us call it $n_f$:

$$n_f : [0, \nu) \rightarrow (-\infty, 0],$$

$$t \mapsto t - f(t)/f'(t). \quad (2.4)$$

**Proposition 2.6** The map $(0, \nu) \ni t \mapsto |n_f(t)|/t^2$ is strictly increasing and satisfies

$$|n_f(t)|/t^2 \leq f''(t)/(2|f'(t)|), \quad t \in (0, \nu).$$

**Proof.** Because $f(0) = 0$ and $f' < 0$ in $[0, \nu)$, we have, after simple manipulations, that

$$|n_f(t)|/t^2 = \frac{1}{|f'(t)|} \int_0^1 \frac{f'(t) - f'(\tau t)}{t} d\tau, \quad t \in (0, \nu). \quad (2.5)$$

Using (h2) and statement (2) of Proposition 1.3, we conclude that the map $(0, \nu) \ni t \mapsto (f'(t) - f'(\tau t))/t$ is positive and strictly increasing for all $\tau \in (0, 1)$. Thus, the integral in (2.5) is positive and strictly increasing. Now, $f' < 0$ and strictly increasing in $[0, \nu)$, and hence the map $(0, \nu) \ni t \mapsto 1/|f'(t)|$ is strictly increasing. Therefore, both terms in the right-hand side of (2.5) are positive and increasing. So the first statement follows.

Part (1) of Proposition 1.3 implies that $(f'(t) - f'(\tau t))/t \leq f''(t)(1 - \tau)$, for all $0 \leq \tau \leq 1$, which substituting in (2.5) and performing the integral gives the desired inequality. \hfill \square

**Proposition 2.7** The constant $\rho$ is positive. As a consequence, $|n_f(t)| < t$ for all $t \in (0, \rho)$.

**Proof.** Using definition (2.4) and Proposition 2.5, simple algebraic manipulation gives

$$0 < f(t)/(tf'(t)) - 1 = |n_f(t)|/t, \quad t \in (0, \nu). \quad (2.6)$$

On the other hand, Proposition 2.6 implies that $|n_f(t)|/t^2$ is bounded near zero. So we obtain

$$\lim_{t \to 0} |n_f(t)|/t = \lim_{t \to 0} (|n_f(t)|/t^2)t = 0.$$
Combining (2.6) with the last equation, we conclude that there exists a \( \delta > 0 \) such that

\[
0 < f(t)/(tf'(t)) - 1 < 1, \quad t \in (0, \delta).
\]

Therefore, \( \rho \) is positive.

Proposition 2.6 implies, in particular, that the map \((0, \nu) \ni t \mapsto |n_f(t)|/t \) is strictly increasing. Thus, (2.6) and the definition of \( \rho \) imply that \(|n_f(t)|/t = f(t)/(tf'(t)) - 1 < 1\), for all \( t \in (0, \rho) \), as required.

Using (2.4), it is easy to see that the sequence \( \{t_k\} \) is equivalently defined as

\[
t_0 = \|x_* - x_0\|, \quad t_{k+1} = |n_f(t_k)|, \quad k = 0, 1, \ldots \tag{2.7}
\]

**Corollary 2.8** The sequence \( \{t_k\} \) is well defined, strictly decreasing and contained in \((0, \rho)\). Moreover, \( \{t_{k+1}/t_k^2\} \) is strictly decreasing, \( \{t_k\} \) converges to 0 and

\[
t_{k+1}/t_k^2 \leq [f''(t_0)/(2|f'(t_0)|)], \quad k = 0, 1, \ldots \tag{2.8}
\]

**Proof.** Since \( 0 < t_0 = \|x_* - x_0\| < r \leq \rho \), using Proposition 2.7 and (2.7) it is simple to conclude that \( \{t_k\} \) is well defined, strictly decreasing and contained in \((0, \rho)\). So we have proved the first part of the corollary.

Because \( \{t_k\} \) is strictly decreasing, it follows from Proposition 2.6 that

\[
t_{k+1}/t_k^2 = |n_f(t_k)|/t_k^2, \quad k = 0, 1, \ldots,
\]

is also strictly decreasing and, in particular,

\[
t_{k+1}/t_k^2 \leq |n_f(t_0)|/t_0^2, \quad k = 0, 1, \ldots \tag{2.8}
\]

Again, as \( \{t_k\} \) is strictly decreasing, we have \( t_k < t_0 \) for all \( k \). Hence, using (2.8) we obtain

\[
t_{k+1} \leq |n_f(t_0)|/t_0 t_k, \quad k = 0, 1, \ldots
\]

In view of \( t_0 = \|x_* - x_0\| < r \leq \rho \), Proposition 2.7 implies that \(|n_f(t_0)|/t_0 < 1\). So the above inequality implies that \( \{t_k\} \) converges to 0. For the last statement, note that the second part of Proposition 2.6 implies that \(|n_f(t_0)|/t_0^2 \leq f''(t_0)/(2|f'(t_0)|)\), which, combined with (2.8), yields the desired inequality. \( \square \)

### 2.2 Relationship between the majorant function and the nonlinear operator

In this section, we will present the main relationships between the majorant function \( f \) and the nonlinear operator \( F \).

**Lemma 2.9** If \( \|x - x_*\| < \min\{\kappa, v\} \), then \( F'(x) \) is invertible and

\[
\|F'(x)^{-1}F'(x_*)\| \leq 1/|f'(\|x - x_*\|)|.
\]

In particular, \( F' \) is invertible in \( B(x_*, r) \).
We will bound this error by the error in the linearization of the majorant function $f$

\[ \|F'(x_*)^{-1}F'(x) - I\| = \|F'(x_*)^{-1}[F'(x) - F'(x_*)]\| \leq f'(\|x - x_*\|) \leq -f'(0) < f'(0) = 1. \]

Thus, applying Lemma 1.1, we conclude that $F'(x_*)^{-1}F'(x)$ is invertible, which implies that $F'(x)$ is also invertible. Moreover,

\[ \|F'(x)\| \leq \frac{1}{1 - \|F'(x_*)^{-1}F'(x) - I\|} \leq \frac{1}{1 - (f'(\|x - x_*\|) - f'(0))} = \frac{1}{f'(\|x - x_*\|)}. \]

We see that the last result follows by noting that $r \leq \min[\kappa, v]$. \hfill \Box

Newton iteration at a point happens to be a zero of the linearization of $F$ at such a point. So we study the linearization error at a point in $\Omega$:

\[ E_F(x, y) := F(y) - [F(x) + F'(x)(y - x)], \quad y, x \in \Omega. \tag{2.9} \]

We will bound this error by the error in the linearization of the majorant function $f$:

\[ e_f(t, u) := f(u) - [f(t) + f'(t)(u - t)], \quad t, u \in [0, R]. \tag{2.10} \]

**Lemma 2.10** If $\|x_* - x\| < \kappa$, then $\|F'(x_*)^{-1}E_F(x, x_*)\| \leq e_f(\|x - x_*\|, 0)$.

**Proof.** Since $B(x_*, \kappa)$ is convex, $x_* + (1 - u)(x - x_*) \in B(x_*, \kappa)$ for all $0 \leq u \leq 1$. Thus, since $F$ is continuously differentiable in $\Omega$, the definition of $E_F$ and some simple manipulation yield

\[ \|F'(x_*)^{-1}E_F(x, x_*)\| \leq \int_0^1 \|F'(x_*)^{-1}[F'(x) - F'(x_* + (1 - u)(x - x_*))]\| \|x_* - x\| du, \]

which, combined with assumption (2.1), gives

\[ \|F'(x_*)^{-1}E_F(x, x_*)\| \leq \int_0^1 [f'(\|x - x_*\|) - f'((1 - u)\|x - x_*\|)] \|x - x_*\| du. \]

Performing the above integral and using the definition of $e_f$, the statement follows. \hfill \Box

Lemma 2.9 guarantees, in particular, that $F'$ is invertible in $B(x_*, r)$ and consequently, the Newton iteration map is well defined. Let us call $N_F$, the Newton iteration map for $F$ in that region:

\[ N_F : B(x_*, r) \to Y, \]

\[ x \mapsto x - F'(x)^{-1}F(x). \tag{2.11} \]

One can apply a single Newton iteration on any $x \in B(x_*, r)$ to obtain $N_F(x)$ which may not belong to $B(x_*, r)$ or may not even belong to the domain of $F$. So this is enough to guarantee the well definedness of only one iteration. To ensure that Newtonian iterations may be repeated indefinitely, we need some additional results.

**Lemma 2.11** Take $0 < t < r$. If $\|x - x_*\| \leq t$, then $\|N_F(x) - x_*\| \leq [\|n_f(t)\|/t^2] \|x - x_*\|^2$. 

\[ N_F : B(x_*, r) \to Y, \]

\[ x \mapsto x - F'(x)^{-1}F(x). \tag{2.11} \]

One can apply a single Newton iteration on any $x \in B(x_*, r)$ to obtain $N_F(x)$ which may not belong to $B(x_*, r)$ or may not even belong to the domain of $F$. So this is enough to guarantee the well definedness of only one iteration. To ensure that Newtonian iterations may be repeated indefinitely, we need some additional results.
Proof. Since $F(x_*) = 0$, the inequality is trivial for $x = x_*$. Now assume that $0 < \|x - x_*\| \leq t$. Lemma 2.9 implies that $F'(x)$ is invertible. Thus, because $F(x_*) = 0$, direct manipulation yields

$$x_* - N_F(x) = -F'(x)^{-1}[F(x_*) - F(x) - F'(x)(x_* - x)] = -F'(x)^{-1}E_F(x, x_*).$$

Using the above equation and Lemmas 2.9 and 2.10, it is easy to conclude that

$$\|x_* - N_F(x)\| \leq \| - F'(x)^{-1}F'(x_*)\|\|F'(x_*)^{-1}E_F(x, x_*)\| \leq e_f(\|x - x_*\|, 0)/|f'(\|x - x_*\|)|. \quad (2.12)$$

On the other hand, taking into account that $f(0) = 0$, the definitions of $e_f$ and $n_f$ imply that

$$e_f(\|x - x_*\|, 0)/|f'(\|x - x_*\|)| = -n_f(\|x - x_*\|) = |n_f(\|x - x_*\|)|.$$

As $\|x - x_*\| \leq t$, Proposition 2.6 gives $|n_f(\|x - x_*\|)/\|x - x_*\|^2 \leq |n_f(t)|/t^2$. So the last equality becomes

$$e_f(\|x - x_*\|, 0)/|f'(\|x - x_*\|)| \leq |n_f(t)|/t^2\|x - x_*\|^2.$$

Hence, the desired inequality follows by combining (2.12) and the latter equation. \qed

**Corollary 2.12** If $0 < t < r$, then $N_F(B[x_*, t]) \subset B[x_*, |n_f(t)|]$. Moreover, $N_F(B(x_*, r)) \subset B(x_*, r)$.

**Proof.** Take $x \in B[x_*, t]$. Since $\|x - x_*\|/t \leq 1$, Lemma 2.11 implies that $\|N_F(x) - x_*\| \leq |n_f(t)|$ and the first inclusion follows. Because $r \leq \rho$, Proposition 2.7 implies that $|n_f(t)| \leq t$. So the last inclusion is an immediate consequence of the first one. \qed

### 2.3 Uniqueness and optimal convergence radius

In this section, we will obtain the uniqueness of the solution and the optimal convergence radius.

**Lemma 2.13** Take $t \in (0, \kappa)$. If $f(t) < 0$, i.e. 0 is the unique zero of $f$ in $[0, t]$, then $x_*$ is the unique zero of $F$ in $B[x_*, t]$. As a consequence, $x_*$ is the unique zero of $F$ in $B(x_*, \sigma)$.

**Proof.** Assume that $y \in B[x_*, t]$ and $F(y) = 0$. Since $F(x_*) = 0$ and $F(y) = 0$, we have

$$y - x_* = -\int_0^1 F'(x_*)^{-1}[F'(x_*) + u(y - x_*) - F'(x_*)(y - x_*)]du.$$

Using (2.1) with $x = x_* + u(y - x_*)$ and $r = 0$, it is easy to conclude from the last equality that

$$\|y - x_*\| \leq \int_0^1 [f'(u\|y - x_*\|) - f'(0)]\|y - x_*\|du = f(\|y - x_*\|) - f(0) - f'(0)\|y - x_*\|.$$

Taking into account that $f(0) = 0$ and $f'(0) = -1$, the latter inequality becomes

$$f(\|y - x_*\|) \geq 0.$$

Now, since $f$ is strictly convex and $f(t) < 0$, we shall have $f < 0$ in $(0, t]$; i.e. 0 is the unique zero of $f$ in $[0, t]$. Hence, the above inequality implies $\|y - x_*\| = 0$, i.e. $y = x_*$. So $x_*$ is the unique zero of $F$ in $B(x_*, t]$. The second part follows from the definition of $\sigma$. \qed
Remark 2.14  Note that in the above lemma, we have used the fact that condition (2.1) holds only for \( \tau = 0 \).

Lemma 2.15  If \( f(\rho)/(\rho f'(\rho)) - 1 = 1 \) and \( \rho < \kappa \), then \( r = \rho \) is the optimal convergence radius.

Proof. Assume that \( f(\rho)/(\rho f'(\rho)) - 1 = 1 \) and \( \rho < \kappa \). Define the function \( h : (-\kappa, \kappa) \to \mathbb{R} \) by

\[
h(t) = \begin{cases} -f(-t), & t \in (-\kappa, 0), \\ f(t), & t \in [0, \kappa). \end{cases}
\]  

It is straightforward to show that \( h(0) = 0, h'(0) = -1 \) and

\[
|h'(0)^{-1}[h'(t) - h'(\tau t)]| \leq f'(|t|) - f'(|\tau| t), \quad \tau \in [0, 1], \ t \in (-\kappa, \kappa).
\]

So \( F = h, X = Y = \mathbb{R}, \Omega = (-\kappa, \kappa) \) and \( x_0 = 0 \) satisfy all the assumptions of Theorem 2.1. Thus, since \( \rho < \kappa \), it suffices to show that the Newton method applied for solving \( h(t) = 0 \), with starting point \( t_0 = -\rho \), does not converge. Given \( f(\rho)/(\rho f'(\rho)) - 1 = 1 \), the definition of \( h \) in (2.13) yields

\[
t_1 = -\rho - h(-\rho)/h'(-\rho) = -\rho + f(\rho)/f'(\rho) = [f(\rho)/(\rho f'(\rho)) - 1]\rho = \rho.
\]

Again, the definition of \( h \) in (2.13) and assumption \( f(\rho)/(\rho f'(\rho)) - 1 = 1 \) give

\[
t_2 = \rho - h(\rho)/h'(\rho) = \rho - f(\rho)/f'(\rho) = -[f(\rho)/(\rho f'(\rho)) - 1]\rho = -\rho.
\]

Therefore, Newton’s method for solving \( h(t) = 0 \), with starting point \( t_0 = -\rho \), produces the cycle

\[
t_0 = -\rho, \ t_1 = \rho, \ t_2 = -\rho, \ldots;
\]

as a consequence, it does not converge. Therefore, the lemma is proved. \( \Box \)

2.4 Proof of Theorem 2.1

First, note that the first equation in (2.2) together with (2.11) implies that the sequence \( \{x_k\} \) satisfies

\[
x_{k+1} = N_F(x_k), \quad k = 0, 1, \ldots,
\]  

which is indeed an equivalent definition of this sequence.

Proof. All the statements involving \( \{t_k\} \) were proved in Corollary 2.8. As \( x_0 \in B(x_*, r) \) and \( r \leq \nu \), combining (2.14), inclusion \( N_F(B(x_*, r)) \subseteq B(x_*, r) \) in Corollary 2.12 and Lemma 2.9, it is easy to conclude that \( \{x_k\} \) is well defined and remains in \( B(x_*, r) \).

We are going to prove that \( \{x_k\} \) converges towards \( x_* \). First, we will prove by induction that \( \{t_k\} \) is a majorant sequence for \( \{x_k\} \), i.e.

\[
\|x_* - x_k\| \leq t_k, \quad k = 0, 1, \ldots
\]  

Because \( t_0 = \|x_* - x_0\| \), the above inequality holds for \( k = 0 \). Now, assume that \( \|x_* - x_k\| \leq t_k \). First, note that from Corollary 2.8, we have \( \{t_k\} \subseteq (0, r) \). Thus, using the first inclusion in Corollary 2.12, (2.7) and (2.14), we obtain that

\[
\|x_* - x_{k+1}\| = \|x_* - N_F(x_k)\| \leq |n_f(t_k)| = t_{k+1},
\]
and the proof by induction is complete. Since \( \{t_k\} \) converges to 0, it follows from (2.15) that \( \{x_k\} \) converges to \( x_* \).

Now we will show the first inequality in (2.3). Note that from (2.15) and Lemma 2.11, we have
\[
\|x_* - x_{k+1}\| = \|x_* - N_F(x_k)\| \leq [\|f(t_k)\|/t_k^2]\|x_* - x_k\|^2, \quad k = 0, 1, \ldots.
\]
Therefore, the desired inequality follows from the definition of \( t_k \) in (2.7) and the latter equation.

Uniqueness was proved in Lemma 2.13, and the last statement of the theorem was proved in Lemma 2.15. \( \square \)

3. Special cases

In this section, we will present three special cases of Theorem 2.1. They include the classical convergence theorem for Newton’s method under the Lipschitz condition, Smale’s theorem on Newton’s method for analytical functions and the Nesterov–Nemirovskii theorem on Newton’s method for self-concordant functions.

3.1 Convergence result under Lipschitz condition

In this section, we will present the classical convergence theorem for Newton’s method under a Lipschitz condition; this has appeared in Rall (1974) and Traub & Wozniakowski (1979).

**Theorem 3.1** Let \( X, Y \) be Banach spaces, \( \Omega \subseteq X \) an open set and \( F : \Omega \to Y \) a continuously differentiable function. Let \( x_* \in \Omega \) and \( \kappa := \sup\{t \in [0, R) : B(x_*, t) \subseteq \Omega \} \). Suppose that \( F(x_*) = 0 \), \( F'(x_*) \) is invertible and there exists a constant \( K > 0 \) such that
\[
\|F'(x_*)^{-1}[F'(x) - F'(y)]\| \leq K \|x - y\|, \quad x, y \in \Omega.
\]
(3.1)

Let \( r = \min\{\kappa, 2/(3K)\} \). Then, the sequences with starting points \( x_0 \in B(x_*, r)/\{x_*\} \) and \( t_0 = \|x_* - x_0\| \), respectively, namely
\[
x_{k+1} = x_k - F'(x_k)^{-1}F(x_k), \quad t_{k+1} = ((K/2)t_k^2)/(1 - Kt_k), \quad k = 0, 1, \ldots,
\]
are well defined; \( \{t_k\} \) is strictly decreasing, is contained in \((0, r)\) and converges to 0 and \( \{x_k\} \) is contained in \( B(x_*, r) \) and converges to the point \( x_* \), which is the unique zero of \( F \) in \( B(x_*, 2/K) \). Moreover, \( \{t_{k+1}/t_k^2\} \) is strictly decreasing, \( t_{k+1}/t_k^2 < 1/(2K - 2t_0) \) for \( k = 0, 1, \ldots \) and
\[
\|x_* - x_{k+1}\| \leq K \frac{1}{2(1 - Kt_k)}\|x_k - x_*\|^2 \leq K \frac{1}{2(1 - K\|x_0 - x_*\|)}\|x_k - x_*\|^2, \quad k = 0, 1, \ldots
\]
If, additionally, \( 2/(3K) < \kappa \), then \( r = 2/(3K) \) is the best possible convergence radius.

**Proof.** We can immediately prove that \( F, x_* \) and \( f : [0, \kappa) \to \mathbb{R}, \) defined by \( f(t) = Kt^2/2 - t \), satisfy the inequality (2.1) and the conditions (h1) and (h2) in Theorem 2.1. In this case, it is easy to see that \( \rho \) and \( \nu \), as defined in Theorem 2.1, satisfy
\[
\rho = 2/(3K) \leq \nu = 1/K,
\]
and, as a consequence, \( r := \min\{\kappa, 2/(3K)\} \). Moreover, \( f(\rho)/(\rho f'(\rho)) - 1 = 1, f(0) = f(2/K) = 0 \) and \( f(t) < 0 \) for all \( t \in (0, 2/K) \). Also, the sequence \( \{t_k\} \) is equivalent to \( t_{k+1} = |t_k - f(t_k)/f'(t_k)| \) for
$k = 0, 1, \ldots$ and

$$t_{k+1}/t_k^2 = \frac{K}{2} \frac{1}{1 - Kt_k} = \frac{1}{2/K - 2t_k} < \frac{1}{2/K - 2t_0} = \frac{K}{2} \frac{1}{1 - K\|x_0 - x_*\|}, \quad k = 0, 1, \ldots$$

Therefore, the result follows by invoking Theorem 2.1.

**Remark 3.2** Note that since $\|x_* - x_0\| < 2/(3K)$, the last inequality in Theorem 3.1 implies that $\|x_* - x_{k+1}\| \leq [3K/2]\|x_k - x_*\|^2$ for $k = 0, 1, \ldots$. Therefore, we conclude that

$$\|x_* - x_k\| \leq [2/(3K)]([3K/2]\|x_* - x_0\|)^{2k}, \quad k = 0, 1, \ldots$$

**Remark 3.3** If $F : \Omega \to Y$ satisfies the classical Lipschitz condition for the derivative, namely

$$\|F'(x) - F'(y)\| \leq L\|x - y\|, \quad x, y \in \Omega,$$

where $L > 0$, then it also satisfies the condition (3.1) with $K = L\|F'(x_*)^{-1}\|$. In this case, the best possible convergence radius for Newton’s method is $r = 2/(3L\|F'(x_*)^{-1}\|)$. 

### 3.2 Convergence result under Smale’s condition

In this section, we will present a convergence theorem on Newton’s method under Smale’s condition. This is the corollary of Proposition 3 of Smale (1986, p. 195); see also Proposition 1 and Remark 1 of Blum et al. (1997, pp. 157, 158).

**Theorem 3.4** Let $X$ and $Y$ be Banach spaces, $\Omega \subseteq X$ an open set, and $F : \Omega \to Y$ an analytic function. Let $x_* \in \Omega$ and $\kappa := \sup\{t \in [0, R) : B(x_*, t) \subseteq \Omega\}$. Suppose that $F(x_*) = 0$, $F'(x_*)$ is invertible and

$$\gamma := \sup_{n > 1} \left\| \frac{F'(x_*)^{-1} F^{(n)}(x_*)}{n!} \right\|^{1/(n-1)} < +\infty. \quad (3.2)$$

Let $r = \min(\kappa, (5 - \sqrt{17})/(4\gamma))$. Then, the sequences with starting points $x_0 \in B(x_*, r)/\{x_*\}$ and $t_0 = \|x_* - x_0\|$, respectively, namely

$$x_{k+1} = x_k - F'(x_k)^{-1} F(x_k), \quad t_{k+1} = (\gamma t_k^2)/[2(1 - \gamma t_k)^2 - 1], \quad k = 0, 1, \ldots$$

are well defined; $\{t_k\}$ is strictly decreasing, is contained in $(0, r)$ and converges to 0 and $\{x_k\}$ is contained in $B(x_*, r)$ and converges to the point $x_*$, which is the unique zero of $F$ in $B(x_*, 1/(2\gamma))$. Moreover, $\{t_{k+1}/t_k^2\}$ is strictly decreasing, $t_{k+1}/t_k^2 < \gamma/[2(1 - \gamma \|x_0 - x_*\|)^2 - 1]$ for $k = 0, 1, \ldots$ and

$$\|x_{k+1} - x_*\| \leq \frac{\gamma}{2(1 - \gamma t_k)^2 - 1}\|x_k - x_*\|^2 \leq \frac{\gamma}{2(1 - \gamma \|x_0 - x_*\|)^2 - 1}\|x_k - x_*\|^2, \quad k = 0, 1, \ldots$$

If, additionally, $(5 - \sqrt{17})/(4\gamma) < \kappa$, then $r = (5 - \sqrt{17})/(4\gamma)$ is the best possible convergence radius.

**Remark 3.5** Because $\|x_* - x_0\| < (5 - \sqrt{17})/(4\gamma)$, the last inequality in Theorem 3.4 implies that $\|x_* - x_{k+1}\| \leq [(4\gamma)/(5 - \sqrt{17})]\|x_k - x_*\|^2$ for $k = 0, 1, \ldots$. Therefore, we have

$$\|x_* - x_k\| \leq [(5 - \sqrt{17})/(4\gamma)]\{[(4\gamma)/(5 - \sqrt{17})]\|x_0 - x_*\|\}^{2k}, \quad k = 0, 1, \ldots$$
The next result gives a condition that is easier to check than condition (2.1) whenever the functions under consideration are twice continuously differentiable.

**Lemma 3.6** Let $X$ and $Y$ be Banach spaces, let $\mathcal{O} \subseteq X$ be an open set and let $F : \mathcal{O} \to Y$ be twice continuously differentiable. Let $x_* \in \mathcal{O}$, $R > 0$ and $\kappa := \sup\{t \in [0, R) : B(x_*, t) \subset \mathcal{O}\}$. If $F'(x_*)$ is invertible and there exists an $f : [0, R) \to \mathbb{R}$ twice continuously differentiable such that

$$
\|F'(x_*)^{-1}F''(x)\| \leq f''(\|x - x_*\|),
$$

for all $x \in B(x_*, \kappa)$, then $F$ and $f$ satisfy (2.1).

**Proof.** Let $x \in B(x_*, \kappa)$ and $\tau \in [0, 1]$. It is simple to show that

$$
\|F'(x_*)^{-1}[F'(x) - F'(x_* + \tau(x - x_*))]\| \leq \int_0^1 \|F'(x_*)^{-1}F''(x_* + \tau(x - x_*))\|\|x - x_*\|d\tau.
$$

Now, since $\|x - x_*\| < \kappa$ and $f$ satisfies (3.3), we obtain from the above inequality that

$$
\|F'(x_*)^{-1}[F'(x) - F'(x_* + \tau(x - x_*))]\| \leq \int_0^1 f''(\|x - x_*\|)\|y - x\|d\tau,
$$

which, after evaluating the integrals, yields the desired result. \qed

**Proof of Theorem 3.4.** Consider the real function $f : [0, 1/\gamma) \to \mathbb{R}$ defined by

$$
f(t) = \frac{t}{1 - \gamma t} - 2t.
$$

It is straightforward to show that $f$ is analytic and

$$
f(0) = 0, \quad f'(t) = 1/(1 - \gamma t)^2 - 2, \quad f''(0) = -1, \quad f''(t) = (2\gamma)/(1 - \gamma t)^3, \quad f^n(0) = n!\gamma^{n-1},
$$

for $n \geq 2$. It follows from the last equalities that $f$ satisfies (h1) and (h2). Now, using Lemma (3.6) and (3.2), it is easy to show that $F$ and $f$ satisfy (2.1); see, for example, Wang (1999). In this case, $\nu$, $\rho$ and $r$, as defined in Theorem 2.1, satisfy

$$
\rho = \frac{5 - \sqrt{17}}{4\gamma} < \nu = \frac{\sqrt{2} - 1}{\sqrt{2}\gamma} < \frac{1}{\gamma}, \quad r = \min\left\{\kappa, \frac{5 - \sqrt{17}}{4\gamma}\right\}.
$$

Moreover, $f(\rho)/(\rho f'(\rho)) - 1 = 1$ and $f(0) = f(1/(2\gamma)) = 0$ and $f(t) < 0$ for $t \in (0, 1/(2\gamma))$. Also, $\{t_k\}$ is equivalent to $t_{k+1} = |t_k - f(t_k)/f'(t_k)|$ for $k = 0, 1, \ldots$ and

$$
t_{k+1}/t_k^2 = \frac{\gamma}{2(1 - \gamma t_k)^2 - 1} < \frac{\gamma}{2(1 - \gamma t_0)^2 - 1} = \frac{\gamma}{2(1 - \gamma \|x_0 - x_*\|)^2 - 1}, \quad k = 0, 1, \ldots.
$$

Therefore, the result follows by applying Theorem 2.1. \qed

### 3.3 Convergence result under the Nesterov–Nemirovskii condition

In this section, we will present a convergence theorem for Newton’s method under the Nesterov–Nemirovskii condition.
Let $\Omega \subset \mathbb{R}^n$ be a convex set. A function $g : \Omega \to \mathbb{R}$ is called $a$-self-concordant with parameter $a > 0$ if $g \in C^3(\Omega)$, i.e. it is three times continuously differentiable in $\Omega$, and is convex and satisfies the following inequality:

$$|g''(x)[h, h, h]| \leq 2a^{-1/2}(g''(x)[h, h])^{3/2}, \quad x \in \Omega, \ h \in \mathbb{R}^n.$$  \hspace{1cm} (3.4)

Take $x_* \in \Omega$ such that $g''(x_*)$ is invertible. Define the Hilbert space $X := (\mathbb{R}^n, \langle \cdot, \cdot \rangle_{x_*})$ as the Euclidean space $\mathbb{R}^n$ with a new inner product, and the associated norm, defined by

$$\langle u, v \rangle_{x_*} := a^{-1}(g''(x_*)u, v), \quad \|u\|_{x_*} := \sqrt{\langle u, u \rangle_{x_*}}.$$ 

So the open and closed balls of radius $r > 0$ centred at $x_*$ (Dikin’s ellipsoid of radius $r > 0$ centred at $x_*$) in $X$ are defined, respectively, as

$$W_r(x_*) := \{ x \in \mathbb{R}^n : \| x - x_* \|_{x_*} < r \}, \quad W_r[x_*] := \{ x \in \mathbb{R}^n : \| x - x_* \|_{x_*} \leq r \}.$$  

**THEOREM 3.7** Let $\Omega \subset \mathbb{R}^n$ be a convex set and $g : \Omega \to \mathbb{R}$ an $a$-self-concordant function. Let $x_* \in \Omega$ and suppose that $g'(x_*) = 0$ and $g''(x_*)$ is invertible. Let $X := (\mathbb{R}^n, \langle \cdot, \cdot \rangle_{x_*})$ be a Hilbert space, $\kappa := \sup\{ a > 0 : W_a(x_*) \subset \Omega \}$ and

$$r := \min \left\{ \kappa, \frac{5 - \sqrt{17}}{4} \right\}.$$ 

Then, the sequences with starting points $x_0 \in B(x_*, r)/\{x_*\}$ and $t_0 = \| x_* - x_0 \|$, respectively, namely

$$x_{k+1} = x_k - g''(x_k)^{-1}g'(x_k), \quad t_{k+1} = \frac{t_k^2}{[2(1 - t_k)^2 - 1]}, \quad k = 0, 1, \ldots,$$

are well defined; $\{t_k\}$ is strictly decreasing, is contained in $(0, r)$ and converges to 0 and $\{x_k\}$ is contained in $B(x_*, r)$ and converges to the point $x_*$. Moreover, $\{t_{k+1}/t_k^2\}$ is strictly decreasing, $t_{k+1}/t_k^2 < 1/[2(1 - \|x_0 - x_*\|^2 - 1)]$ for $k = 0, 1, \ldots$ and

$$\| x_{k+1} - x_* \| \leq \frac{1}{2(1 - t_k)^2 - 1} \| x_k - x_* \|^2 \leq \frac{1}{2(1 - \|x_0 - x_*\|^2 - 1)} \| x_k - x_* \|^2, \quad k = 0, 1, \ldots.$$

**REMARK 3.8** Because $\| x_* - x_0 \| < (5 - \sqrt{17})/4$, the last inequality in Theorem 3.4 implies that $\| x_* - x_{k+1} \| \leq [4/(5 - \sqrt{17})]\| x_k - x_* \|^2$ for $k = 0, 1, \ldots$. Therefore, we have

$$\| x_* - x_k \| \leq [(5 - \sqrt{17})/4][(4/(5 - \sqrt{17}))\| x_0 - x_* \|)^2k, \quad k = 0, 1, \ldots.$$ 

**LEMMA 3.9** Let $\Omega \subset \mathbb{R}^n$ be an open convex set and $g : \Omega \to \mathbb{R}$ an $a$-self-concordant function. Assume that $W_1(x_*) \subset \Omega$. Then

$$\| g''(x_*)^{-1}g'''(x) \|_{x_*} \leq \frac{2}{(1 - \| x - x_* \|_{x_*})^3}, \quad x \in W_1(x_*).$$
Proof. See Lemma 5.1 of Alvarez et al. (2008).

Proof of Theorem 3.7. Consider the real function \( f : [0, 1) \to \mathbb{R} \) defined by

\[
f(t) = \frac{t}{1 - t} - 2t.
\]

It is straightforward to show that

\[
f(0) = 0, \quad f'(t) = 1/(1 - t)^2 - 2, \quad f'(0) = -1, \quad f''(t) = 2/(1 - t)^3.
\]

From the last equalities, it is easy to show that \( f \) satisfies (h1) and (h2). Now, combining Lemmas (3.6) and (3.9) and the latter equality, we conclude that \( F = g' \) and \( f \) satisfy (2.1). In this case, \( \nu, \rho \) and \( r \) as defined in Theorem 2.1 satisfy

\[
\rho = \frac{5 - \sqrt{17}}{4} < \nu = \frac{\sqrt{2} - 1}{\sqrt{2}} < 1, \quad r = \min \left\{ \kappa, \frac{5 - \sqrt{17}}{4} \right\}.
\]

Moreover, \( f(\rho)/(\rho f'(\rho)) - 1 = 1 \) and \( f(0) = f(1/2) = 0 \) and \( f(t) < 0 \) for \( t \in (0, 1/2) \). Also, \( \{t_k\} \) is equivalent to \( t_{k+1} = |t_k - f(t_k)/f'(t_k)| \) for \( k = 0, 1, \ldots \) and

\[
t_{k+1}/t_k^2 = \frac{1}{2(1 - t_k)^2 - 1} < \frac{1}{2(1 - t_0)^2 - 1} = \frac{1}{2(1 - \|x_0 - x^*\|^2 - 1), \quad k = 0, 1, \ldots.
\]

Therefore, the result follows by applying Theorem 2.1. \(\Box\)

4. Final remarks

Lemmas (3.6) and (3.9) imply that \( f(t) = t/(1 - t) - 2t \) is a majorant function to an \( a \)-self-concordant function \( g : \Omega \to \mathbb{R} \). It is easy to see that \( f \) is not self-concordant. So we cannot apply Lemma 2.15, as before, to conclude that \( r \) in Theorem 3.7 is the best possible convergence radius.
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